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1
DYNAMIC POLICY BASED INTERFACE
CONFIGURATION FOR VIRTUALIZED
ENVIRONMENTS

TECHNICAL FIELD

The present disclosure relates generally to communication
networks, and more particularly, to policy based interface
configuration for virtualized environments.

BACKGROUND

Virtualization is a technology that allows one computer to
do the job of multiple computers by sharing resources of a
single computer across multiple systems. Through the use of
virtualization, multiple operating systems and applications
can run on the same computer at the same time, thereby
increasing utilization and flexibility of hardware. Virtualiza-
tion allows servers to be decoupled from underlying hard-
ware, thus resulting in multiple virtual machines sharing the
same physical server hardware. In a virtual machine environ-
ment, virtual switches provide network connectivity between
virtual machine interfaces and physical interfaces on the serv-
ers. The speed and capacity of today’s servers allow for a
large number of virtual machines on each server, which
results in many virtual interfaces that need to be configured.
The virtual machines may be moved between servers, in
which case changes to policies for the virtual machines may
be needed. There may also be network changes that result in
policy changes for physical interfaces. In conventional sys-
tems, these policy changes typically require manual interven-
tion or additional management tools, resulting in increased
management complexity.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an example of a network in which
embodiments described herein may be implemented.

FIG. 2 depicts an example of a network device useful in
implementing embodiments described herein:

FIG. 3 illustrates server administrator and network admin-
istrator interaction with components in the network of FIG. 1.

FIG. 4 is a flowchart illustrating an overview of a process
for dynamic policy based interface configuration, in accor-
dance with one embodiment.

FIG. 5 illustrates an example of virtual machine migration
between data centers.

FIG. 6 illustrates an example of virtual machine migration
between clusters of servers located in the same data center.

Corresponding reference characters indicate correspond-
ing parts throughout the several views of the drawings.

DESCRIPTION OF EXAMPLE EMBODIMENTS
Overview

In one embodiment, a method generally comprises receiv-
ing static profiles each comprising one or more properties of
an operating environment, receiving a dynamic profile for
identifying a configuration of an interface based on the static
profile associated with said dynamic profile, associating the
dynamic profile with one of the static profiles based on the
operating environment of the interface, and automatically
updating the association upon identifying a change in the
operating environment.

In another embodiment, an apparatus generally comprises
memory for storing static profiles each comprising one or
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2

more properties of an operating environment and a dynamic
profile for identifying a configuration of an interface based on
the static profile associated with the dynamic profile, and a
processor for associating the dynamic profile with one of the
static profiles based on the operating environment of the
interface, and automatically updating the association upon
identifying a change in the operating environment.

EXAMPLE EMBODIMENTS

The following description is presented to enable one of
ordinary skill in the art to make and use the embodiments.
Descriptions of specific embodiments and applications are
provided only as examples, and various modifications will be
readily apparent to those skilled in the art. The general prin-
ciples described herein may be applied to other applications
without departing from the scope of the embodiments. Thus,
the embodiments are not to be limited to those shown, but are
to be accorded the widest scope consistent with the principles
and features described herein. For purpose of clarity, details
relating to technical material that is known in the technical
fields related to the embodiments have not been described in
detail.

In a virtual environment, virtual switches provide network-
ing connectivity between virtual machine interfaces and
physical interfaces on servers. The virtual machines share
hardware resources without interfering with each other so
that several operating systems and applications can run at the
same time on a single computer. The virtual machines may be
used, for example, in a virtual infrastructure to dynamically
map physical resources to business needs. Each server may
include many virtual machines and a single virtual switching
domain may encompass many servers, resulting in a large
number of virtual interfaces (ports) to be configured.

In one example, a network administrator configures the
virtual switches and the connectivity constraints for the vir-
tual ports on the virtual switch using a virtual switch interface
to define port profiles. A server (system) administrator con-
figures the virtual machines and identifies the virtual ports to
which the virtual machine interfaces should be connected.

Virtual machine policies may need to be modified follow-
ing migration of the virtual machine due to the change in
location of the virtual machine. While policy changes were
limited when the mobility domain was a layer 2 domain
restricted to a single network (e.g., data center), the need for
policy changes in today’s networks is increasing. For
example, policy changes may be needed following a virtual
machine move between data centers or control planes or to a
physical server with different resources, network services, or
access to network segments. Policy changes to physical net-
work interfaces may also be needed due to changes in hard-
ware or network topology (e.g., following a network failure).
In conventional systems, these policy changes typically
require additional management tools or manual intervention
to modify, the policy assignment, which increases server
administrator and network administrator interaction and
management complexity.

The embodiments described herein reduce management
complexity by dynamically updating policies for an interface
based on the operating environment of the interface. The
operating environment may be, for example, a server hosting
the virtual machine associated with the virtual interface, a
virtual machine associated with the virtual interface, or physi-
cal device in communication with the physical interface. The
policies may vary, for example, based on properties of the
server (e.g., location, service IP address, tier of service). This
allows a virtual machine to have different policies in effect
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based on the server that the virtual machine is hosted on. As
described below, network policies can be configured once and
automatically updated following virtual machine migration
or other network change. The interface configuration is inter-
preted based on a context (operating environment). Manage-
ment complexity is reduced by removing the need to define
network policy for the same virtual machine in multiple
places and decreasing server administrator and network
administrator interaction. The embodiments may be used, for
example, in an enterprise or service provider environment.

Referring now to the drawings, and first to FIG. 1, an
example of a network in which embodiments described
herein may be implemented is shown. For simplification, only
a small number of nodes are shown. The network includes a
physical switch 10 in communication with servers (host,
physical machine) 12, management station 14, and supervisor
(e.g., Virtual Supervisor Module (VSM)) 16. The manage-
ment station 14 may be, for example, a virtualization man-
agement platform such as VMware Virtual Center manage-
ment station, available from VMware of Palo Alto, Calif. or
any other management device. The supervisor 16 may be
located in a physical appliance (e.g., server) in communica-
tion with the servers 12 and management station 14 via physi-
cal switch 10, or the VSM may be a virtual appliance (e.g.,
virtual machine) installed at one of the servers 12 or another
server or network device in the network. In one embodiment,
the virtual supervisor module 16 provides for management of
network policies through the use of static and dynamic pro-
files 26, 28 as described in detail below.

Each server 12 comprises a virtual switch (also referred to
herein as a Virtual Ethernet Module (VEM)) 20 and one or
more virtual machines 18. A virtual machine monitor such as
hypervisor (not shown) dynamically allocates hardware
resources to the virtual machines 18. The virtual machines 18
may be moved (also referred to as vMotion, live migration, or
virtual machine migration) between servers 12 and across
layer 2 or layer 3 boundaries, based on traffic patterns, hard-
ware resources, network services, or other criteria.

The virtual machines 18 are in communication with the
virtual switch 20 via virtual network interface cards (VNICs)
22 which connect to a virtual Ethernet interface at the virtual
switch. The server 12 includes an Ethernet port for each
physical network interface card (PNIC) 24. The Ethernet
ports may be aggregated at a port channel. The virtual
switches 20 are in communication with the network via the
physical Ethernet interfaces. The virtual switch 20 switches
traffic between the virtual machines 18 and the physical net-
work interface cards 24. For simplification, only one virtual
network interface card 22 and one physical network interface
card 24 are shown in FIG. 1. Each virtual machine 18 is
associated with one or more virtual interface 22 and each
physical server 12 is associated with one or more physical
interface 24.

In one embodiment, the virtual switches 20 are part of a
distributed virtual switch residing in the physical hosts 12
hosting the virtual machines 18. The distributed virtual
switch includes the virtual switches (VEMs) 20 installed at
the servers 12 and the virtual supervisor module 16. The VSM
16 is configured to provide control plane functionality for the
virtual machines 18. The virtual switch 20 provides switching
capability at the server 12 and operates as a data plane asso-
ciated with the control plane of the VSM 16. The VSM 16 and
virtual switch (VEM) 20 operate together to form the distrib-
uted virtual switch as viewed by the management station 14.
Itis to be understood that the distributed virtual switch shown
in FIG. 1 is only an example and that other virtualization
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systems having different configurations or components may
be used, without departing from the scope of the embodi-
ments.

In one embodiment, virtual switch profiles (static profiles)
26 areused to assign properties and policies for the servers 12,
and context-aware port profiles (dynamic profiles) 28 are
used to map features and policies to specific ports based on
properties associated with the physical server. This allows a
virtual machine 18 attached to the same profile to have dif-
ferent active policies based on the server 12 on which the
virtual machine is operating. In one embodiment, the profiles
26, 28 are stored at the virtual supervisor module 16. The
profiles 26, 28 may also be stored at the management station
14 or any network device on which the distributed switch is
operating or in communication with. The term ‘profile’ as
used herein may refer to any container or object used to define
policies or features that may be applied to an interface (virtual
or physical).

It is to be understood that the network shown in FIG. 1 and
described herein is only one example and that the embodi-
ments described herein may be implemented in networks
having different network topologies and network devices,
without departing from the scope of the embodiments.

An example of anetwork device (e.g., server, appliance) 30
that may be used to implement embodiments described herein
is shown in FIG. 2. In one embodiment, network device 30 is
a programmable machine that may be implemented in hard-
ware, software, or any combination thereof. The device 30
includes one or more processors 32, memory 34, and network
interface 36. Memory 34 may be a volatile memory or non-
volatile storage, which stores various applications, modules,
and data for execution and use by the processor 32. Memory
34 may include, for example, profiles 38 (e.g., virtual switch
profiles, context-aware port profiles).

Logic may be encoded in one or more tangible computer
readable media for execution by the processor 32. For
example, the processor 32 may execute codes stored in a
computer readable medium such as memory 34. The com-
puter readable medium may be, for example, electronic (e.g.,
RAM (random access memory), ROM (read-only memory),
EPROM (erasable programmable read-only memory)), mag-
netic, optical (e.g., CD, DVD), electromagnetic, semiconduc-
tor technology, or any other suitable medium.

The network interface 36 may comprise one or more inter-
faces (linecards, ports) for receiving data or transmitting data
to other devices. The interface 36 may include, for example,
an Ethernet interface for connection to a computer or net-
work.

Itis to be understood that the network device shown in FIG.
2 and described above is only an example and that network
devices having different components and configurations may
be used without departing from the scope of the embodi-
ments.

In one embodiment, a construct (referred to herein as vir-
tual switch profile or static profile) is provided that describes
physical servers and their properties. The virtual switch pro-
file is associated with a port profile (referred to herein as a
context-aware port profile or dynamic profile). This allows a
virtual machine attached to a context-aware port profile to
have different policies in effect based on the server 12 the
virtual machine is hosted on.

The virtual switch profile (static profile) 26 is a static
container for properties (policies, features, rules, attributes)
associated with the physical server 12 on which the virtual
switch 20 is operating. The virtual switch profile 26 defines
the context in which policies are interpreted. The virtual
switch profile 26 includes, for example, learned properties
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such as server cluster, number of CPUs, memory, host name,
domain name, management IP address, or network service
device IP address, and assigned properties or policies such as
location (e.g., San Jose), maximum number of virtual
machines, ACLs (access control lists), etc. The virtual switch
profile 26 may contain policies that apply across all ports
(interfaces) 22 on a virtual switch 20 or rules that define
members of a profile based on learned properties (e.g., all
virtual switches with a domain name that identifies a specific
location). The port profile or interface configuration for one
or more ports may override a virtual switch profile policy that
applies across all ports of the virtual switch 20. Manual map-
ping or rules may be used to define the virtual switch’s inher-
iting profile. For example, members may include all virtual
switches where management IP is in subnet X, all virtual
switches not in cluster Y, or all virtual switches where a name
matches a specific domain name. Virtual switches within a
site may also be in different profiles.
The following is an example of a virtual switch profile:
Nx1000(conf)# vem-profile SIC-VEM

Nx1000(conf-vem-prof)#profile = membership  match
domain sjc.cisco.com

Nx1000(conf-vem-prof)# location SIC

Nx1000(conf-vem-prof)#  vn-service ip  address

172.1.1.102
The properties for the virtual switch profile SJC-VEM in the
above example include domain name (sjc.cisco.com), loca-
tion (San Jose (SJC)), and service device IP address
(172.1.1.102).

The virtual switch profile is one example of a context in
which policies may be interpreted. The static profiles may
also include other contexts, such as virtual machine, user,
network, domain, or other operating environment. The con-
text-aware profiles described below may be resolved based on
one or more contexts (e.g., virtual switch profile, virtual
machine profile, virtual switch and virtual machine profiles)

The context-aware port profiles (dynamic profiles) 28 are
dynamic policy container objects that are interpreted based
on properties associated with a context. The context-aware
port profiles 28 evaluate the effective configuration of a port
(virtual interface, physical interface) based on the associated
static profile 26 (e.g., virtual switch profile). The dynamic
profiles may be applied to an interface in place of (or in
addition to) regular (non-context aware) port profiles. Port
configuration policies may include, for example, VLLAN and
PVLAN settings, ACLs, QoS (quality of service) policy, port
security, rate limits, or any other configuration parameters
that may be applied to an interface (e.g., virtual interface,
physical interface, virtual machine associated with virtual
interface, physical device associated with physical interface).

There are various ways to link (associate) the context-
aware port profile 28 to a context (e.g., virtual switch profile)
26. Two examples are described below.

In a first example, a context is defined for each group of
virtual switches (e.g., context-foo, context-bar in the follow-
ing example) and policies are defined for the virtual switches
within the port profile definition. Multiple profiles may use
the same context.

Context-aware port profiles:

Nx1000(conf)#Port-profile type context context-foo

Nx1000(conf-port-prof)switchport access vlan 100

Nx1000(conf-port-prof)vn-service ip address a.b.c.d

Nx1000(conf)#Port-profile type context context-bar

Nx1000(conf-port-prof)switchport access vlan 200

Nx1000(conf-port-prof)vn-service ip address w.x.y.z

Virtual switch profiles:

Nx1000(conf)#vem-profile SIC
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Nx1000(conf-vem-profile)#location SIC
Nx1000(conf-vem-profile)#contextl context-foo
Nx1000(conf)#vem-profile RTP
Nx1000(conf-vem-profile)#location RTP
Nx1000(conf-vem-profile)#context] context-bar
The port-profile type context in each context-aware port pro-
file group above is a static container that cannot inherit other
profiles and is by itself not context-aware.

In a second example for linking the port profile to the
virtual switch profile, a context variable (e.g., context 1, con-
text 2 in following example) is defined for a port profile and
defined within each virtual switch profile. The policies are
then associated with the context variable (e.g., associate vem-
profile SJC with context 1 or vem-profile RTP with context 2
in the following example).

Context-aware port profiles:

Nx1000(conf)#Port-profile type context context-foo

Nx1000(conf-port-prof)switchport access vlan 100

Nx1000(conf-port-prof)profile context 1

Nx1000(conf-port-prof)associate vem-profile SIC

Nx1000(conf-port-prof)inherit context-foo

Nx1000(conf-vem-profile)#vn-service ip address a.b.c.d

Nx1000(conf-port-prof)profile context 2

Nx1000(conf-port-prof)associate vem-profile RTP

Nx1000(conf-port-prof)switchport access vlan 200

Nx1000(conf-vem-profile)#vn-service ip address w.x.y.z

Nx1000(conf-port-prof)profile default

Nx1000(conf-port-prof)inherit context-foo

Virtual switch profiles:

Nx1000(conf)#vem-profile SIC

Nx1000(conf-vem-profile)#location SIC

Nx1000(conf)#-vem-profile RTP

Nx1000(conf-vem-profile)#location RTP

Nx1000(conf-vem-profile)#vn-service ip address u.v.w.x
The ‘profile default’ provides a default context if no matching
virtual switch profile exists.

It is to be understood that the format for the virtual switch
profiles and context-aware port profiles and the methods used
to link the virtual switch profiles to the context-aware port
profiles described herein are only examples and that other
formats and methods may be used without departing from the
scope of the embodiments.

The profiles may encompass a large number of features.
More than one dynamic profile may be selected for a given
virtual network interface card, since there could be more than
one set, with one set comprising a first set of features and
another set comprising a second set of features, with these
sets being orthogonal and additive.

FIG. 3 is a block diagram illustrating server administrator
and network administrator interaction with components in the
network of FIG. 1. In one example, the network administrator
configures the virtual switches 20 and the connectivity con-
straints for the virtual ports on the virtual switch using a
virtual switch interface 15 to define port profiles at the super-
visor 16. The network administrator may define the profiles
for the virtual machines 18 to connect to and define specific
policies based on physical servers 12 the virtual machines can
be located on. The port profiles may be defined using a com-
mand-line interface (CLI) for example.

Once the port profiles are defined at the supervisor 16, the
port profiles (or port groups) may be transmitted to the man-
agement station 14. The port profiles are exported to the
management station 14 so that the server administrator can
choose which policy to use to define the connectivity con-
straints for the virtual machine interfaces. The server admin-
istrator chooses which configuration policy to use and
attaches a port profile (or port group) to a virtual machine
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interface (or physical interface). The server administrator
may configure the virtual machines 18 and determine which
virtual ports to connect to which virtual machine interfaces
using the management station 14. This information is then
passed to the virtual switch (e.g., supervisor 16) for configu-
ration of the ports 22, 24. The server administrator only needs
to connect a virtual machine 18 to the context-aware port
profile once. The virtual machine 18 gets its policy from the
profile it is connected to and the policies for the physical
server 12 it is hosted on. Regardless of where the virtual
machine 18 moves to, the server administrator does not need
to change the profile itis connected to and the network admin-
istrator does not need to change the configuration for the port
profile that the virtual machine has.

The embodiments reduce server administrator and network
administrator interaction since the only interaction needed is
to identify the types of virtual machines hosted and details on
physical servers such as location, etc. Network policy only
needs to be configured once. The virtual machines 18 can
move throughout the network and get desired behavior based
on the operating environment in which the virtual machine is
running. Also, the server properties that can be used to make
policy decisions are exposed.

FIG. 4 is a flowchart illustrating an overview of a process
for dynamic policy based interface configuration, in accor-
dance with one embodiment. At step 40, a network device
(e.g., supervisor 16) receives static profiles (e.g., virtual
switch profiles) 26 identifying properties (policies, rules, fea-
tures, attributes) for a physical network device (e.g., server,
host) 12 hosting virtual machines 18. The virtual switch pro-
files may be entered, for example, by a network administrator.
Dynamic profiles (context-aware port profiles) 28 are
received at step 42. The dynamic profile identifies (interprets)
a configuration of an interface based on the static profile and
other attributes associated with the dynamic profile. The
server administrator may initially connect an interface to a
dynamic profile via management station 14 and the supervi-
sor 16 may receive the mappings from the management sta-
tion 14, for example. The dynamic profiles are associated
with static profiles based on an operating environment of the
interface (e.g., server on which interface is located) (step 44).
The association between the dynamic and static profiles
allows the interface configuration to be interpreted based on
properties of the physical network device that the virtual
machine 18 is currently located on, or other context. For
example, the virtual machine 18 may receive its policy from
the profile it is connected to and the policies for the physical
server 12 it is currently hosted on.

Following a change in the operating environment (e.g.,
migration of the virtual machine, change in network topol-
ogy), the association between the static profiles 26 and
dynamic profile 28 is updated (step 46). The interface is
configured, for example, based on the profiles for the virtual
switch 20 that the virtual machine 18 is connected. The asso-
ciation between the dynamic and static profiles may also be
updated for a physical interface following a network topology
change (e.g., change in hardware at remote end of physical
link, failure of primary link). Regardless of where the virtual
machine 18 moves, the server administrator does not need to
change the profile it is connected to and the network admin-
istrator does not need to change the configuration for the port
profile.

It is to be understood that the process shown in FIG. 4 is
only an example and that steps may be modified, reordered, or
combined, without departing from the scope of the embodi-
ments.

10

15

20

25

30

40

45

50

55

60

8

The virtual machine 18 may move, for example, from one
server 12 to another server in the same network or a different
network, across the same or different control planes or virtual
switch domains, or to a new server with limited resources,
different services, or access to network segments. The fol-
lowing examples illustrate how context-aware port profiles
may be used to associate a virtual machine 18 with new
policies following migration of the virtual machine.

FIG. 5 illustrates migration of the virtual machine 18 from
a first server 12 in one data center (data center A) 50 to a
second server in another data center (data center B). The two
data centers 50 are in communication across a data center
interconnect which may span one or more networks. Each
data center 50 uses a different virtual security gateway (VSG
A, VSG B)) 52. Traffic transmitted to or from the virtual
machines 18 or from virtual machine to virtual machine is
redirected to the virtual security gateway 52. The virtual
security gateway enforces policies to provide security com-
pliance and trusted access for virtual data centers and cloud
computing environments. When the virtual machine 18
moves from data center A to data center B, the context-aware
port profile for the virtual interface attached to the virtual
machine associates with the virtual switch profile for the
server 12 located in data center B, which identifies the service
IP address for VSG B. This eliminates the need to redirect
traffic over the data center interconnect.

The virtual security gateway 52 shown in FIG. 5 is only one
example of a network service device and the embodiments
described herein may be used with other service devices to
associate a virtual machine 18 with a service device based on
the location of the virtual machine. Examples of network
services that may vary based on virtual switch properties such
as location include [.2/1.3 LISP (Locater/ID Separation Pro-
tocol), DHCP (Dynamic Host Configuration Protocol) relay,
Nettflow export, ACL logging source or destination IP
address.

FIG. 6 illustrates an example in which virtual machines 18
get different tiers of services based on their location. In one
example, data center 60 includes two tiers of server clusters
(tier 1, tier 2). Virtual machines 18 hosted on servers 12 in the
tier 1 cluster receive a different service level than virtual
machines hosted on servers in the tier 2 cluster. The virtual
machines 18 in both clusters may have common network
policies (e.g., ACLs). In conventional systems, the network
administrator creates one profile for the customer’s virtual
machine and then needs to create other profiles with a new
service level when the customer service level changes. Also,
the server administrator needs information on new profiles to
connect the virtual machine to after moving to the new service
level cluster. The embodiments described herein eliminate
the need to create new profiles when the service level
changes. The virtual machine 18 is simply moved to a new
service level cluster and the context-aware port profiles auto-
matically update the profile based on the new server 12 at
which the virtual machine is located. For example, if a virtual
machine in the tier 1 cluster is moved to the tier 2 cluster, the
virtual machine does not need to be mapped to a different
profile. After migration, the virtual machine 18 may get, for
example, a different guaranteed bandwidth. The virtual
machine 18 remains connected to a single port profile and can
still get different tiers of service based on the server 12 they
are hosted on (virtual switch connected to). This reduces
server administrator and network administrator interaction.

Policy changes may also be due to authentication or user.
For example, there may be a static policy ‘cisco-eng-port-
profile’ and based on the user logged in, certain parameters
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may change for that policy dynamically along with location
where the user logged in from.

The physical interfaces 24 (FIG. 1) may also be associated
with one or more context-aware port profiles. These may be
updated following network topology changes. For example, a
change in upstream hardware (e.g., physical switch) or a
failure in one of the physical links may result in changes to the
profiles based on a new context.

Although the method and apparatus have been described in
accordance with the embodiments shown, one of ordinary
skill in the art will readily recognize that there could be
variations made without departing from the scope of the
embodiments. Accordingly, it is intended that all matter con-
tained in the above description and shown in the accompany-
ing drawings shall be interpreted as illustrative and not in a
limiting sense.

What is claimed is:

1. A method comprising:

receiving at a network device, static profiles each compris-

ing one or more policies assigned to a virtual machine
host for application to a virtual interface attached to a
virtual machine, wherein said one or more policies pro-
vide security;

receiving at the network device, a dynamic profile foriden-

tifying a configuration of the virtual interface based on
one of said static profiles associated with said dynamic
profile, wherein said static profiles define the virtual
machine host in which said one or more policies are
interpreted and said dynamic profile is interpreted based
on said one or more policies assigned to the virtual
machine host;

linking said dynamic profile with one of said static profiles

based on the virtual machine host;

interpreting said configuration of the virtual interface

based on said static profiles linked with said dynamic
profile; and

automatically updating said association between said

dynamic profile and said static profile upon identifying a
move of the virtual machine from the virtual machine
host to another virtual machine host;

wherein said static profiles are associated with virtual

switches operating at the virtual machine hosts, the vir-
tual machine attached to said dynamic profile compris-
ing different policies, wherein said different policies are
based on the virtual machine host at which where the
virtual machine is located.

2. The method of claim 1 wherein said static profile prop-
erties comprise locations of the virtual machine hosts.

3. The method of claim 1 wherein said static profiles are
associated with virtual switches operating at the virtual
machine hosts.

4. The method of claim 1 wherein multiple dynamic pro-
files are selected and applied to said virtual interface and
merged to form an interface configuration.

5. The method of claim 1 wherein said static profile prop-
erties comprise an address for a network service device.

6. The method of claim 1 wherein said static profiles com-
prise virtual switch profiles and said dynamic profiles com-
prise context-aware port profiles.

7. The method of claim 1 wherein the virtual machine host
comprises a virtual switch in communication with a virtual
machine comprising said virtual interface.

8. The method of claim 1 wherein said dynamic profile
maps policies to said virtual interface based on said one or
more properties associated with the virtual machine host.
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9. The method of claim 1 wherein said static profiles and
said dynamic profiles each define one or more policies that
may be applied to said virtual interface.

10. The method of claim 1 wherein the virtual machine host
comprises a physical server.

11. The method of claim 1 wherein policies of said virtual
interface may vary based on the virtual machine host that said
virtual interface is located.

12. The method of claim 1 wherein the different policies
comprise different tiers of services.

13. Logic encoded on one or more non-transitory computer
readable media for execution and when executed operable to:

store static profiles each comprising one or more policies

assigned to a virtual machine host for application to a
virtual interface attached to a virtual machine, wherein
said one or more policies provide security;

store a dynamic profile for identifying a configuration of

the virtual interface based on one of said static profiles
associated with said dynamic profile;

link said dynamic profile with one of said static profiles

based on said virtual machine host;

interpret said configuration of the virtual interface based on

said static profiles associated with said dynamic profile;
and

automatically update said association between said

dynamic profile and said static profile upon identifying a
move of the virtual machine from the virtual machine
host to another virtual machine;
wherein said static profiles define the virtual machine host
in which said one or more policies are interpreted and
said dynamic profile is interpreted based on said one or
more policies assigned to the virtual machine host; and

wherein said static profiles are associated with virtual
switches operating at the virtual machine hosts, the vir-
tual machine attached to said dynamic profile compris-
ing different policies, wherein said different policies are
based on the virtual machine host where the virtual
machine is located.

14. The logic of claim 13 wherein said static profile prop-
erties comprise locations of the virtual machine hosts.

15. The logic of claim 13 wherein said static profile prop-
erties comprise an address for a network service device.

16. The logic of claim 13 wherein the different policies
comprise different tiers of services.

17. An apparatus comprising:

memory for storing static profiles each comprising one or

more policies assigned to a virtual machine host for
application to a virtual interface attached to a virtual
machine, a dynamic profile for identifying a configura-
tion of the virtual interface based on one of said static
profiles associated with said dynamic profile; and

a processor for linking said dynamic profile with one of

said static profiles based on the virtual machine host,
interpreting said configuration of the virtual interface
based on said static profiles associated with said
dynamic profile, and automatically updating said asso-
ciation between said dynamic profile and said static
profile upon identifying a move of the virtual machine
from the virtual machine host to another virtual machine
host;

wherein said static profiles define the virtual machine host

in which said one or more policies are interpreted and
said dynamic profile is interpreted based on said one or
more policies assigned to the virtual machine host, said
policies providing security; and
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wherein said static profiles are associated with virtual
switches operating at the virtual machine hosts, the vir-
tual machine attached to said dynamic profile compris-
ing

different policies wherein said different policies are based

on the virtual machine host where the virtual machine is
located.

18. The apparatus of claim 17 wherein said association
between said dynamic profile and said static profile allows a
configuration of said virtual interface to be interpreted based
on said properties of the virtual machine host.

19. The apparatus of claim 17 wherein the different policies
comprise different tiers of services.
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